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Abstract—The scheduling problem answers the question whether a given set of input tasks is schedulable (or feasible). It has been studied since ’70s and impressive results have been revealed to the scientific community. This paper presents an implementation tool, PEARLS i.e. Pliable Earliest Deadline First, Rate Monotonic, Least Laxity Schedulers, based on some of the most significant existing schedulability analytical feasibility conditions and schedulability algorithms. If the input tasks set is feasible, our tool can simulate all the traditional scheduling methods: rate monotonic (RM), earliest deadline first (EDF) and least laxity (LL). Moreover, the tool is designed to handle both preemptive as well as non-preemptive tasks. Both periodic and sporadic tasks and precedence constraints may also be considered in the input. Experimental results have been conducted for our tool implemented in the recent Java Development Kit (JDK) version 1.6 on a Pentium GHz system having 1MB memory. We tested our tool on several real-time systems specifications, and the obtained experimental results have confirmed that our tool is efficient and useful.

Index Terms—Real-Time Systems, Real-Time Scheduling, Schedulability Testing, Uniprocessor Schedulability, Multi-Processor Schedulability

1 INTRODUCTION

Decision versions of scheduling problems belong to NP and most of them are NP-hard [9], [8]. Researchers have concentrated their efforts to find efficient heuristics that can solve the scheduling problem in all circumstances: preemptable or non-preemptable, with or without precedence constraints, uniprocessor or multiprocessor, and so on. Some of the traditional methods are Rate-Monotonic (RM), Earliest-Deadline-First (EDF), and Least-Laxity (LL).

Our tool has a two-fold contribution. Firstly, it performs certain preliminary tests and, secondly, it gives the simulation of scheduling the set of input tasks.

Our paper integrates all these heuristics in only one single tool able to do analysis and simulation of an arbitrary set of tasks.

Given a set of (computer) tasks (also called processes), scheduling is to determine when to execute which task, thus determining the execution order of these tasks. For example, a set of tasks can $T_1$="do an expression evaluation", $T_2$="do a mouse move", $T_3$="do a document printing" executed by the same processor”. For the multiprocessors and distributed systems, scheduling means also to determine an assignment of these tasks to a specific processor, e.g., $T_1$ and $T_3$ above are done by processor $P_1$, and $T_2$ is done by processor $P_2$.

Scheduling is a central activity of a computer system, usually performed by the operating system. It is also necessary in many non-computer systems (e.g., assembly lines). In the case of real-time scheduling, the goal is to meet the deadline of every task by ensuring each task can complete execution by its specified deadline. The deadline is obtained from the environmental constraints imposed by the application.

Scheduling analysis is to determine whether a specific task of a set of tasks satisfying certain constraints can be successfully scheduled (completing
execution of every task by its specified deadline) using a specific scheduler. These conditions are formulated as a schedulability test, that is to validate whether a given application can satisfy its specified deadlines when scheduled according to a specific scheduling algorithm. A schedulability test is often done at compile time, before the computer system and its tasks start their execution. If the test can be performed efficiently, then it can be done at run-time as an on-line test also called simulation. PEARLS is able to do both scheduling analysis and simulation.

1.1 Definitions

This next section defines the key terms used.

A Real Time System (RTS) is a system that can produce results in a certain time. Time is an important factor that determines that efficiency of an RTS. Simulation is often used to analyze the RTS. It is building a model (computer or physical model) of a system under study and implementing actions allowed in the system on the model. A simulator can carry out simulated executions of the simulated system and can display the outcomes of these executions[1]. A schedulability test validates whether the application under study meets a given set of constraints. The Schedulability utilization is the maximum utilization allowed for a set of tasks that will guarantee a feasible scheduling of this task set.

A task \( T \) is a computer process, typically denoted thus: \( T = (s, c, p, d, D) \), for simplicity, we sometimes avoid to mention all 5 of these elements, e.g., \( T = (0, 1, 4, 4, ) \) avoids mentioning the absolute deadline \( D \). Task \( T \) has following members: Start Time, which defines when the task is ready for execution and denoted by \( s \); Computation Time, that is the worst case execution time for a particular task and denoted by \( c \); Period, which is the least required interval in the execution of a task and is denoted by \( p \); Relative Deadline, which is a deadline relative to the start time and denoted by \( d \); and Absolute Deadline, which is the absolute or the wall clock time and usually denoted by \( D = (s+d) \) [1].

2 Scheduling

Scheduling is the main activity in the implementation of a real time system. The synchronization between the processors and the task set is handled by the scheduler. It is the job of the scheduler to determine the performance of the tasks in the processor. For scheduling, we need a scheduling algorithm and a way to determine the priority of the tasks. There are two types of scheduling schemes, static/compile time scheduling and dynamic/runtime scheduling [5].

Scheduling can be done by using different techniques that focus upon criteria such as the number of processors, types of tasks or preemption schemes. In a processor based scheduling where the focus is upon the number of processors one can use uniprocessor scheduling where the scheduling is done only once before execution at compile time. This method is inherently static since the priorities are not reevaluated overtime and thus do not change. Tasks may be preemtatable with or without precedence constraints. Otherwise a multiprocessor scheduling scheme may or must be used, this, however, increases the complexity of the system and the scheduling. For these other types of scheduling schemes a priori knowledge of: Deadlines, Computation times, and the Start times of the tasks is necessary.

There are three main types of tasks in a RTS. A single-instance task is a task that executes only once. A periodic task, is a task that has many instances or iterations, and there is a fixed time (period) between two consecutive releases of the same task. A sporadic task has zero or more instances, and there exists a minimum interval between two consecutive releases of the same task.

When the scheduling allows preemption, there can be two variations, either there is preemption or priority based scheduling which relies on whether a process can be interrupted, preemted or otherwise is (or must be) non-preemptable, having critical sections which are atomic. In preemptive scheduling the control is transferred to the higher priority job whenever it becomes ready, or we can have a non-preemptive based scheduling which is similar to the first-in, first-out (FIFO) scheme. The lower priority tasks are allowed to execute, even if the higher priority task is there in the ready queue.

2.1 Scheduling Techniques

Schedulers can be categorized into fixed-priority schedulers and dynamic-priority schedulers. In a fixed-priority scheduler, the priority of all instances of a task is the same whereas in a dynamic-priority
scheduler, the priority of the instances of a task may vary. A popular example of fixed-priority scheduler is Rate Monotonic (RM). The tasks in this scheme are prioritized in accordance with their period. The RMS executes a task the moment an instance is ready with shortest period. A task \( J_i \) has a higher priority than task \( J_k \) if and only if the period \( p_i < p_k \). Earliest Deadline First (EDF) and Least Laxity (LL) are the examples of dynamic-priority scheduler. EDF is designed to execute the task at the every instant it is ready and has the earliest absolute deadline. It is a dynamic-priority scheduler since task priorities may change at runtime depending on the nearness of their absolute deadline. This scheduling can, for large task sets, achieve up to 69% of processor utilization. LL is often called Minimum-Laxity-First (MLF) or Least-Slack-Time-First (LST) algorithm. If \( c(i) \) denotes the remaining computation time of a task at time \( i \) and \( d(i) \) denotes the deadline of a task relative to the current time \( i \), then the laxity (or slack) of a task at time \( i \) is \( d(i) - c(i) \). In other words laxity is the maximum time a task can delay execution without missing its deadline anytime in the future. The scheduler executes at every instant the ready task with the smallest laxity. It has been proved that both LL and EDF are optimal for preemptable tasks [5], [1].

2.2 Schedulability Tests

Schedulability tests are performed to check if a given set of tasks satisfy specified constraints. There exist many sufficient and/or necessary conditions that can be used as good schedulability tests. This subsection contains a selection of ten such tests:

2.2.1 Schedulability Test 1

For an independent task set that is preemptable and periodic on a uniprocessor with

- \( d_i \geq p_i \)
- \( p_i \) are multiples of each other
- \( U = c_1/p_1 + \ldots + c_n/p_n \),

The tasks are RM schedulable if and only if \( U \leq 1 \).

For example, the task set in Table 2.2.1 is RM-schedulable because \( p_2 < p_1 < p_3 \), \( p_1 = 2p_2 \), \( p_3 = 4p_2 \) and \( U = c_1/p_1 + c_2/p_2 + c_3/p_3 = 1/4 + 1/2 + 2/8 = 1 \).

<table>
<thead>
<tr>
<th>JobId</th>
<th>( s_i )</th>
<th>( c_i )</th>
<th>( p_i )</th>
<th>( d_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1**

An Example of Task Set For Uniprocessor

2.2.2 Schedulability Test 2

For an independent task set that is preemptable and periodic on a uniprocessor, if \( U \) be the utilization then, The task set is schedulable if \( \lim_{n \to \infty} n(2^{1/n} - 1) = \ln 2 \approx 0.6931 \). [2]

For example, the task set in Table 2.2.1 does not satisfy Schedulability Test 2 because \( U > 0.771 \).

2.2.3 Schedulability Test 3

For a task set sorted in the increasing order of their period then if \( w_i(t) = \sum_{k=1}^{i} c_k * p_i/p_k \), \( 0 < t \leq p_i \), Task \( J_i \) is schedulable if and only if there exists a \( w_i(t) \leq t \text{, for any time instant } t, t = kp_j, j = 1,\ldots,i, k = 1,\ldots, [pi/pj] \).

If the relative deadline \( d_i \neq p_i \text{, then } p_i \text{ is replaced by } \min(d_i, p_i) \text{ in the upper formula.} \)

For example, the task set in Table 2.2.1 is not schedulable, since at time \( =2 \text{ it cannot find a value of } w < t. \)

2.2.4 Schedulability Test 4

Given the value of \( c_i \), the computation time of task \( J_i \), a set of \( n \) periodic tasks, \( d_i = p_i \), a necessary and sufficient condition for feasible scheduling of this task set on a uniprocessor is:

- \( U = c_1/p_1 + \ldots + c_n/p_n \leq 1 \).

For example, the task set in table 2.2.1 is schedulable, since the deadlines are equal to the periods, and Utilization is \( <= 1 \).

Remark: for a task set containing some tasks whose relative deadlines \( d_i \) are less than their periods, no easy schedulability test exists with a necessary and sufficient condition.

2.2.5 Schedulability Test 5

Given a set of independent, preemptable, and periodic tasks on a uniprocessor, a feasible condition is \( U = c_1/\min(d_1, p_1) + \ldots + c_n/\min(d_n, p_n) \leq 1 \).

For example, the task set in table 2.2.1 is schedulable, since the deadlines are equal to the periods, and Utilization is \( < 1 \).
2.2.6 Schedulability Test 6

States that if $U$ be the total utilization of this task and the maximum relative deadline among the task deadlines be $d_{\text{max}}$ and $P$ is the least common multiple (LCM) of these tasks’ periods, with the sum of computation times with absolute deadline less that $t$, $s(t)$. Then this set of tasks is not EDF-schedulable if either of the following conditions holds:

- $U > 1$
- $t < min(P + d_{\text{max}}(U/(1-U)))^{max \leq n} (p_i - d_i)$ such that $s(t) > t$.

For example, the task set in table 2.2.1 is not schedulable, since the second criteria fails.

2.2.7 Schedulability Test 7

This test is for a task set with sporadic tasks. If $p_{S}$ and $c_{S}$ be the period and allocated time for the Differed Server. If $U$ is the utilization of the DS then

- $p_{S} < p_{1} < \ldots < p_{n} < 2p_{S}$
- $p_{n} > p_{S} + c_{S}$
- This is RM-schedulable if the total utilization of this task set is at most $U(n) = (n - 1)[(\frac{p_{S} + 2}{p_{S} + 1})^{\frac{1}{n}} - 1]$.

For example, the task set in table 2.2.6 is schedulable, since it satisfies all the criteria.

2.2.8 Schedulability Test 8

If the non-preemptable task set $M$ = the set of periodic tasks + set of sporadic tasks and the initial laxity $l_i$ of task $T_i = d_i - c_i$, then each sporadic task $T_i$ be $(c_i, d_i, p_i)$ is replaced by an equivalent periodic task $T^{'}_i = (c_i, d^{'i}, p^{'i})$ as follows:

- $c^{'i} = c_i$, $d^{'i} = c_i$, $p^{'i} = \text{min}(p_i, l_i + 1)$.

2.2.9 Schedulability Test 9

For a multiprocessor, a schedule exists if the deadlines for a single instance tasks whose start times are equal, then the same set of tasks can be scheduled at runtime even if their start times were unknown or different. A priori knowledge of the deadlines and computation times in enough for LL algorithm.

For example, task set in Table 2.2.9, all the jobs have the same start time $0$ and their deadlines and computation times are known in advance. Here when the number of processors is $2$, EDF does not hold but LL does. Now even if we change the start time of job 3 to 2, LL does hold true.

<table>
<thead>
<tr>
<th>JobId</th>
<th>$c_i$</th>
<th>$p_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>40</td>
</tr>
</tbody>
</table>

TABLE 2
An Example Task Set with Sporadic Task

2.2.10 Schedulability Test 10

Given a set of $k$ independent, preemtible (at discrete time instants), and periodic tasks on a multiprocessor system with $n$ processors and $U = c_1/p_1 + \ldots + c_k/p_k \leq n$, $T = GCD(p_1, ..., p_k)$, and $t = GCD(T, T(c_1/p_1), ..., T(c_k/p_k)$.

If $t$ is integral then, the given task set is schedulable.

For example, task set in Table 2.2.9, when the jobs can be preempted only at the integral time interval, the tasks can be scheduled because $T = GCD(4, 4, 4) = 4$ and $t = GCD(4, 1, 2, 4) = 1$ which is an integral value.

2.3 Precedence Constraints

Order of execution of tasks can be specified by adding precedence constraints to the scheduling problem for a single instance tasks on a uniprocessor. A task precedence graph can be used that depicts tasks as nodes and a directed edge to indicate the precedence relationships between tasks. For example, $T_i$ to $T_j$ means that the job $T_i$ must complete before job $T_j$ can start.

3 DESIGN

The tool was developed as project that was partially divided into 4 sub-projects and with the integration of the common elements. Given a set of tasks:
3.1 **Community Project**
- Find the utilization rate;
- Minimum number of processors required;
- Check the feasibility of the task set by simulating using the 3 schedulers, namely, EDF, RM and LL if appropriate; and
- Create a user-friendly graphical frontend that presents all the features of tool to the user.

3.2 **Sub-Project 1**
- For a set of preemptable tasks, for uniprocessor case, analyze which of the Schedulability tests 1 to 7 are applicable.

3.3 **Sub-Project 2**
- The case of non-preemptable sporadic tasks for uniprocessor, check whether schedulability test 8 is applicable.

3.4 **Sub-Project 3**
- In the case of multiprocessors scheduling for non-preemptable tasks, analyze which of the Schedulability tests 9 and 10 are applicable.

3.5 **Sub-Project 4**
- Consider a set of precedence constraints for a uniprocessor, apply algorithm B (Dr Mok ’84) to get the EDF-scheduling for the task set.
- Extend Algorithm B to include start times beyond 0 and periodic taks.

4 **TOOLS USED**

4.1 **Hardware:**
- CPU: 2.0 G Hz
- Memory: 1 GB
- OS: WinXP, Red Hat Linux

4.2 **Software:**
Programming Language Package
- Java Version
- Java(TM)
- Java Hotspot

4.3 **Integrated Development Environment** (IDE)
- net beans IDE 5.5.1

5 **EXPERIMENTS**

5.1 **Algorithm B**
Single instance non-preemptable tasks may be scheduled by an algorithm known as Algorithm B, where:
1) Sort the tasks according to their deadlines in non-decreasing order and label the tasks such that \( d_1 \leq d_2 \leq \ldots \leq d_n \).
2) Schedule task \( T_n \) in the time interval \([d_n - c_n, d_n] \).
3) While there is a task to be scheduled do:
   - Suppose S is the set of all unscheduled tasks whose successors have been scheduled.
   - Schedule as late as possible the task with the latest deadline S.
4) Shift the tasks toward time 0 while maintaining the execution order indicated in step 3.

6 **RESULTS**
The tool delivers with a high level on confidence accurate results.

7 **CONCLUSION**

8 **FUTURE WORK**
The tool is able to handle EDF, LL and RM schedulers. It can be extended to be a universal scheduler implementing many more techniques and algorithms. If the verification model is also integrated in the tool, the tool will be unbeatable.
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